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ABS TRAC T 

Necessary and sufficient conditions for optimality for singular 

control problems a r e  presented fo r  the case  where the extrema1 path 

is totally singular. The singular second variation is converted into a 

nonsingular one by addition of a quadratic functional of the control; a 

parameter  - multiplies this added functional. 

infinity the optimality conditions a r e  deduced for the singular problem 

from the limiting optimality conditions of the synthesized nonsingular 

second variation. 

1 By allowing E to approach 
E 

The resulting conditions a r e  Jacobson's sufficient 

conditions in  slightly modified form.  

of Jacobson's conditions for  a c l a s s  of singular problems is demon- 

s t ra ted by exploiting the Kelley transformation technique which converts 

the singular second variation into a nonsingular one in  a reduced dimen- 

sional state space. 

In a companion paper necessity 
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I. Pre l iminar ies  

1. Introduction 

In [ l]  a new necessary condition of optimality for  singular control 

problems is developed and is shown to be nonequivalent to the well 

known generalized Legendre-Clebsch (or Kelley) condition. In [2] 

sufficient conditions for non-negativity of the singular second variation 

a r e  presented; i n  strengthened form these are  sufficient for  a weak 

minimum. The sufficiency conditions, which a r e  in  the form of l inear  

algebraic equalities and inequalities, a l so  yield insight into nonsingular 

control problems and into the behavior of the important mat r ix  Riccati 

differential equation [ 31. Relationship of the above new conditions of 

optimality to existing necessary conditions is discussed in  [l], [2]; 

thus, we re fer  the reader  to these papers  for general  references to 

research  in  singular control (variational) problems. 

In this paper we show that, with slight modification, the sufficiency 

conditions presented in  [2] a r e  a lso necessary  for non-negativity of the 

singular second variation. Moreover, we show that these conditions 

are indeed necessary  and sufficient for  a weak minimum for a c lass  of 

singular control problems. In cer ta in  cases  a strong minimum is 

implied. We  prove these resul ts  by a limit argument. The singular 

second variation is  converted into a nonsingular one by the addition of 

a t e r m -  u ud t ,  E > 0. By allowing E to approach infinity we deduce 

the optimality conditions for  the singular problem from the limiting 

26 ‘s 
optimality conditions of the synthesized nonsingular second variation. 

This limit approach has been used previously [4] as a computational 

technique for solving singular optimal control problems. 

-1- 
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In a companion paper [5] we prove necessity of the conditions 

given in [ 2 ]  by exploiting the Kelley transformation technique [6] 

which converts the singular second variation into a nonsingular second 

variation in  a state space of reduced dimension. 

space the equivalence is established of the sufficiency conditions [Z]  

In the reduced state 

and the existence of the solution of the Riccati differential equation 

(Jacobi o r  Conjugate Point Condition) associated with this nonsingular 

second variation. 

[2]. 

This proves the necessity of the conditions given in  

Disadvantages of the transformation technique are in  its algebraic 

complexity and in  the need for the coefficients of the second variation 

(which depend upon t ime)  to be many t imes differentiable. Moreover 

H contains the control dZp i f  the problem is singular of order  p ( i . e .  - 
dtZP 

u, where H is the variational Hamiltonian) the transformation technique 

must be applied repeatedly, p t imes,  before a nonsingular problem is 

obtained. Nevertheless, the transformation technique does give another 

viewpoint and t ies  together the conditions given in  [l],  [ Z ]  and the 

pioneering work of Kelley et  al. [6] and Robbins [7]. 

Goh [8] and McDanell and Powers  [9], using Goh's transformation tech- 

nique[lo], have a r r ived  at similar results.  

Independently 

The limit approach presented in  this paper has the following advan- 

tageous features:  

i) A direct  proof of necessary  and sufficient conditions for opti- 

mality is obtained without the need to t ransform the problem to a reduced 

state space. 

$A nonsingular problem is unattainable i f  u does not appear in  a t ime 
derivative of H . 

U 
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ii) The concept of "order of the singular a r c  p "  is not required 

in  the proof. 

iii) Differentiability requirements a r e  not a s  severe a s  those 

demanded in  [ 51. 

2. Problem Formulation 

We shall  consider a c lass  of control problems where the dynamic 

system is described by the ordinary differential equations 

2 = f (x ,u , t )  ; x(t  ) = x (given) (1)  

f(x, u, t)  = f l ( X '  t )  t f (x, t )u  

0 0 

where 

( 2 )  
A 

U 

The performance of the system is measured by the cost  functional 

and the terminal  s ta tes  must  satisfy 

W X ( t f ) )  = 0 (4) 

The control function u ( -  ) is required to  satisfy the constraint 

U ( ' )  E u (5)  

where the set U is defined by 

( 6 )  
A u = u1 n u2 

where 

u1 = A {u( . ) :  u Umax, t E [to, tf], i = 1 , .  . . ~ m, min  

< tm} min ' Urnax where u 

and 

(7 )  

( 8 )  
A u2 = {u(. ) :  u ( - )  i s  piecewise continuous in [t t I} 0' f 

In the above formulation x is  an  n-dimensional state vector and u is a n  

m-dimensional control vector. The function f l  is  a n  n-dimensional 
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vector function of x at t ime t, f is an  n x m matr ix  function of x a t  

t ime t and L 

functions L1 and F a r e  sca la r .  

tion $' i s  a n  s-dimensional column vector function of x(t  ). 

In the sequel we shall  use  the following assumptions. 

U 

is a n  m-dimensional vector function of x a t  time t; the 2 
The terminal  equality constraint func- 

f 

Assumption 1. The init ial  and final t imes t t a r e  given explicitly, 

' 0 3  < t < t  <a. 

Assumption 2 .  The functions f ,  L1, L2 a r e  three t imes continuously 

differentiable in  each argument,  and the functions F and $' a r e  three 

0' f 

o f  

t imes continuously differentiable in x(t ). f 

With the above formulation and assumptions in mind, we now 

state the optimal control problem: Determine the control function u ( -  ) 

which satisfies ( l ) ,  (4) and (5) and which minimizes V[u(-)] .  

3.  Totally Singular Problems 

Along a n  optimal t ra jectory i t  i s  well known that the following 

ne c e s sa  r y conditions (Pont r ya gin Is Principle ) hold : 
- - -  

-i = Hx(x, u, A ,  t )  ; h(tf) = A F (x( t f )  t $"* v o x  X 

where 
- 
u =  a r g  min  H(2, u, 1, t )  

u ~ u . ~ u  min 1 max 

and 

H(x, u, A ,  t )  = A Xo{L1(x, t )  t u T Lz(x,  t)} t A T f(x,  U,  t )  . 
Here ;(-), :(e ) denote the candidate control and state functions, A ( .  ) 

is an  n-vector of Lagrange multiplier functions of t ime and X 

constant 3 0. 

i s  a 
0 

Associated with the terminal  constraint $' i s  an  s-vector 

of constant Lagrange multipliers v. 

Assumption 3 .  

that A 

We shall  assume that the control problem i s  normal so  

can be set  equal to unity. 
0 
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Definition 1. A totally singular a r c  is one along which 

H ( G 9 k ,  t )  = o ; t E [to,tf]  i = 1 , .  * .  , m  (1 2 )  
U i 

We now make 

Assumption 4. 
- 
u(. ) 9  the candidate fo r  a minimizing solution i s  continuous 

- 
V t c [ t  t ]  i = l  9 . . . 9 m .  in t, totally singular, and umin < ui(t) < umax 

0’ f ’ 
In subsequent sections we develop necessary and sufficient condi- 

tions for this totally singular control function to be a minimizing solution 

(relative minimum). 

11. Conditions for a Relative Minimum: Unconstrained Terminal  State 

1. 2 The Second Variation (6 V )  and,Associated Theorems 

Before proceeding with the second variation we make the following 

definitions : 

Definition 2. V[u(. )] has a weak relative minimum a t  ;(e ) i f  

V[u(. ) ]  - V[U(. )] 3 0 
- - 

sup Vu(.)  € U 3  sup sup ]Xi  - xi I t sup < <  i IUi - u I < w 

f j = l  ? . . . ,  m t l t l t  i= l , .  . . , n  t o 4 t G t  f 
0 - - Note. Since x(to) - x(to) = 0 the above restr ic t ion on u ( * )  i s  equivalent to 

where 

and where w,(< w) is sufficiently small .  

Definition 3 .  V[u(* ) ]  has a strong relative minimum a t  u( e ) if 

V[u(* ) ]  - V[’;;(* )] 3 0 
- 

sup ]Xi  - x.1 < w 
1 

Vu(.) E u 3 sup 

i=l ,  * .  . , n  t o s t d t  f - 
In the sequel we shall  denote u(* ) - u(*  ) by 6u(* ). 
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In the absence of terminal  constraints (4) an  expression for the 

second variation (for &(t) sufficiently small, t E [t t 3 )  is: 
0 )  f 

s2V[6u(-)]  = x  tf ( z 6 x T H  1 6x t 6u T H Gx}dt t 2s" 1 T  F ux xx 
0 

subject to the linearized differential equation 

6k = fx6x t f 6u ; 6x(t ) = 0 s 

U 0 - -  
In (13), (14) par t ia l  derivatives a r e  evaluated along u, x, h .  

We a r e  led to the study of the second variation because of the 

following theorem [slightly a l tered form of Theorem 1, Gelfand and 

Fomin [ l l ,  p. 9911. 

Theorem 1. 

minimum at < ( e  ) i s  that 6 V [ ~ U ( .  ) ]  a 0 

justify the expansions (13), (14) and such that u(. ) t 6u(* ) E U. 

A necessary condition for V[u(.)]  to have a weak relative 

2 
V ~ U ( - )  sufficiently smal l  to 

2 The condition 6 V[6u(.)] a 0 for  all admissible 6 u ( - )  i s  necessary 

but not sufficient for the functional V[u(. ) ]  to have a weak minimum a t  

u(-  ). 

Theorem 2. 

for V[u(. )] to have a weak relative minimum a t  ;(a ) is  that 6 V [ ~ U ( .  ) ]  

- 
A sufficient condition i s  provided by the following theorem. 

[Gelfand and Fomin [11, p. loo]]  A sufficient condition 

2 

be strongly positive. t 
Unfortunately, i t  turns  out that the singular second variation cannot 

be strongly positive [12]. 

to those suggested by Johansen [13]. 

Here we prove this using arguments similar 

For  simplicity of presentation let  

u s  consider the case where x and u a r e  sca la rs ;  the arguments generalize 

to the vector case.  

choose b 3 u(.) t &I( . )  E U. 

Suppose that we se t  &(t) = b s inqt  Vt  E [t t ] and 
0' f 

The solution of (14) when driven by this & ( e )  is 

2 tThat is, S2V[6u(*)] a k116u(-)II V admissible &I(.), where k > 0 is  a 
constant. 
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Integrating (1 5) by par t s  yields 

1 1 
(4 - fu(t)- cos qt t d(t, to)fu(to) cos qt 0 } 

F r o m  ( 1 3 ) ,  

tf 
I 

F r o m  (17), 
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Thus 

tf 
I 

g b2{- d l  f -} d2  
2 q  9 

2 
Now if 6 V [ ~ U ( . ) ]  is strongly positive then z k  (constant) > 0 such that 

Clearly (24) cannot hold for k a constant (> 0)  since q can be made 

arb i t ra r i ly  la rge  (q is  directly proportional to the frequency of the 

sine input). 2 Thus 6 V [ ~ U ( . ) ]  cannot be strongly positive. 

In view of the above failure of Theorem 2 for singular problems 

we offer the following more  useful sufficiency theorem. 

Theorem 3. 

is that 6 V [ ~ U ( . ) ]  3 0 for  all admissible & ( a )  and that 

- 
A sufficient condition for V[u(. ) ]  to have a minimum a t  u(*  ) 

2 

62v[6u(* ) I  a l@u(. ) I  1 I1 6 4 .  ) II 
for 11 6u( - ) 11 sufficiently small, where 

Proof.  Let 

A v [ & ( -  ) ]  g v[u(. ) 4- 6u(* ) ]  - v[u(* )]  
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for  11 6u( * ) 11 sufficiently small. Thus, 

A V [ W  ) I  11 6 4 .  ) I t  21 l@u(. 11 I f 434- )I>  
so that 

A V [ ~ U ( . ) ]  3 0 V6u( .  ) 3 11 6u(. ) 11 sufficiently small. (29)  

However, ( 2 9 )  is just the definition that V[u(-)]  has a weak relative 

minimum at  ;( ) so that the theorem is proved. 

Note. If, as in the nonsingular control problem, the conditions of 

Theorem 2 a r e  satisfied then clearly s o  a r e  those of Theorem 3 .  How- 

ever ,  the important point is that Theorem 3 can be satisfied without 

6 V[6u(. )]  being strongly positive. 2 

2 .  Principal Results 

Before stating our main theorems we make the following assump- 

tion and definition. 

Assumption 5. 

f rom time t 

The linearized system 6k = f 6x t f 6u is controllable 
X U 

to t ime 7, VT E (to, tf]j that is, 
0 

b(7, U)fu(F)f ,T(F)bT(T,  u)dc > 0 , V7 E (to' tfl ' c 0 

where 

- a7 $47, = fX(7)b(7, 0-1 ; d < v )  = I (31)  
a 

Definition 4. 

said to be monotone increasing in  t i f  the sca la r  J(x,  t)  = x o ( t ) x  i s  

A real symmetr ic  n x n mat r ix  function of t ime O ( t )  is 

A T  

monotone increasing in t for all constant n-vectors x. 

Theorem A l .  

(i) Necessary Condition. Under Assumptions 1 through 5 a 

2 necessary condition for 6 V[6u(. ) ]  3 0 for all admissible 6u(-) is that 

.- -?Vt E (to, tf] a r ea l  symmetr ic  mat r ix  function of t ime P(- ) which i s  

monotone increasing in t such that 

A 
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T H ux t f  u P = O  vt E (tO,tf1 
A 

F (t ) - P(t ) = -P(tf) 3 0 xx f f 

where 

P = Q t QTf% 

(32) 

(33) 

(34) 

i? = -@f X 9 @(tf) = I (35) 

and 

-Q = H t f TQ t Qf x '  Q(tf)  = Fxx(tf) ( 3 6 )  xx x 

(ii) Sufficient Condition. In addition to the above stated condition 

$( * ) exists Vt E [to, tf] (strengthened existence condition). 

Note. The gap between the necessary and the sufficient condition is 

minimal. 

Corollary A l .  1. 

a r e  linear in  x, and i f  f is independent of x, then condition (i) of 

Theorem A1 is necessary and together with the strengthened existence 

condition (ii) of Theorem A1 is sufficient for V[u(. ) ]  to have a strong 

If L1 and F a r e  quadratic functions of x, i f  f l  and L2  

U 

minimum at U(* ). 

Corollary A l .  2. 

admissible 6 u ( - )  is that 3 V t  E [to, tf] a r ea l  symmetr ic  mat r ix  function 

of t ime P ( * )  which is continuously differentiable, such that 

2 
[2] A sufficient condition for 6 V[6u(. ) ]  3 0 for all 

T H t f  P = O  ux u 

P t P f  t f  T P t H  = M ( t ) 3  0 x x  xx 

(37) 

FXX(tf) - P(tf) 0 e ( 3 9 )  

Proof. 
d A - 1 T  A - 5 = [@ dt 

Integration of (38) and the use of (34), (35) and (36) yields 

(t)] M(t)[@-l(t)] 3 0 a P monotone increasing. 
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Note. 

condition of Theorem A1 appears  to  be minimal since P is, a pr ior i ,  

differentiable a lmost  everywhere (because it is  monotone [ 141). 

Theorem A2. 

minimum a t  ;(e) a r e  that the strengthened condition (ii) of Theorem A1 

holds and that 

The gap between this sufficient condition and the sufficient 

Sufficient conditions for V[u(.)]  to have a weak relative 

2 6 V[SU(. ) ]  0 - V[U(. ) t 6u(. ) ]  a V[U(. ) ]  

See Theorem 3 for a condition which ensures  this.  

3. Useful Lemmas  

We need the following Lemmas in  o rde r  to prove Theorem A l .  

Lemma 1. 

valent canonical form: 

The second variation (13), (14) is expressible in  the equi- 

62v[6u(.)]  = 6zo[6u(* )] = A f f  6uTC(t)6y dt 
1 

0 

subject to 

6Y(t0) = 0 
d - dt ( 6 Y ( t ) )  = B ( t ) W t )  ; 

where 

C(t)  = [H ux (t)  t fUT(t)Q(t)]Q-l(t) 

&(t) = -@(t)f  X ( t)  9 Q(tf) = I c44 ) 

and where 

6y(t) = Q(t)6x(t)  (46) 
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Proof.  

(i) j13). (14) d (40)-(461. Adjoin the l inearized system 

equation (14) to the second variation (13) using a continuously differen- 

tiable vector multiplier function of t ime SA(* ) :  

6x I 1 T  4-26" F xx 

Integrating h6;C  by par t s  yields 

1 xx ux X 

tf 1 s2?[6u(*)] = { 26xTH 6x t 6uTH 6x t 6XT(f 6x 

0 

t 6i6x)dt t 26, 1 T  Fxx 

(47) 

t fu6u) 

tf 
* (48) 

Now set  

1 sA(t) = ZQ(t)Gx(t) 

where Q(t) is a n  n x n symmetr ic  ma t r ix  (continuously differentiable) 

(49) 

function of t ime. Noting that 6x(to) 0, the second variation becomes 

6'?[bu(.)] = 1 Lf { z 6 x T ( h  1 t Qf t f TQ t H )6x x x  xx 
L 
0 

T 1 T  t 6uT(H ux t f u Q)6x}dt t ~ 6 x  (Fxx - Q)6x1 . 

Now we let  

-6 = Hxx 4- f X TQ t Qf x '  - Q(t,) = Fxx(tf) 
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Clear ly  Q( 0 ) is a well defined continuously differentiable function of 

t ime. With this choice of a(.) the second variation is  

L 

62+[6u(*)] = [" 6uT(HUx t f U TQ)6xdt 

0 
Jt 

subject to 

6k = f 6x t f 6u 
X U 

Define 

6y = @.6x 

9 6x(to) = 0 

where 

; @ . ) = I  '"f i? = -@fx 

(53) 

(54) 

55) 

Clear ly  Q(t) is invertible Vt  E [t t ] so that the second variation becomes 
0' f 

Cf 
t f TQ)@-16y dt 

(HUx u 
0 

subject to  

which is the required form of the second variation. 

(ii) (40)-(46) (13), (14). Since @ is invertible, (54), (56), 

(57) yield (52), (53). 

tion 6 X  ( 0 )  and se t  

Adjoin (53) to (52) with a Lagrange multiplier func- 
N 

(58) 
1- hr 

6 h (t) = ZQ(t)sx(t) 

The second variation becomes 

T" tf 1 T;" N 

62y[6u( . ) ]  = [ ( ~ 6 x  (Q t Qf t f Q)6x  . x x  
0 

T- t 6uT(H ux t f u TQ t f U Q)6x}dt 

- -6x Q6x  2 

tf 
T- I (59) 
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Letting 
% 

Q(t) = -Q(t) V t  E [ tO9tf1 

yields 

T 1 T  (61) 
xx UX 

6 2 y [ 6 u ( - ) ]  = tf {26xTH 1 6x t 6u H 6x)dt t Z 6 x  Fxx6x1 

0 tf 

so that the Lemma is proved. 

Lemma 2. 

V t  E (t 
0' f 

Condition (i) of Theorem A1 is equivalent to the existence 

t ] of a real symmetr ic  monotone increasing matrix function of 
A 

t ime P(. ) such that 

* 
-P(tf) 3 0 (43) 

Proof .  Let  

P = QT&@ t Q (64) 

Substituting this into (62), (63) yields (32), (33) and vice versa .  

the coordinate independence of conditions (32), , (33). 

Note 

4. A Related Nonsingular Second Variation 

Consider the nonsingular quadratic functional 

L 

tf {6u T C6y t z 6 u  1 T  6u)dt 

0 

where E > 0 is  a scalar and 

69 = B6u 9 6 Y ( t 0 )  = 0 
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2- 2 Lemma 3.  

nonnegative. Moreover 6 V [ & ( a  ), E] is positive-definite. N 

If 6 V[6u(-)] i s  nonnegative V ~ U ( - )  then so is 6 V [ & I ( * ) ,  E] N 
2 

Theorem 4. 

If the quadratic functional 6 V [ ~ U ( -  ) ]  is nonnegative then the mat r ix  

Riccati differential equation 

[Gelfand and Fomin [ l l ,  p. 1231, Breakwell and Ho [15]]. 

2- 

-5 E = -(C t BTSE)T(C t BTSE)c ; SE(tf)  = 0 (68) 

2 associated with 6 V [ & ( a ) ,  E] has  a solution which exists Vt E [t 

2 2- 
Proof. 

is nonnegative V6u(. ); Gelfand and Fomin's theorem for positive- 

t ] N o ' f '  

By Lemma 3 ,  6 VN[6u(.), E] is positive-definite if 6 V [ ~ U ( . ) ]  

definite functionals then applies. 

- Note. A special  ca se  of ( 6 6 ) ,  (67) i s  treated in  [ll]; see [15] for the 

general  case.  

Theorem 5. 

solution which exists in  the interval  [T t 3.  t 

function that minimizes 

If the mat r ix  Riccati differential equation (68) has  a 

4 T 4 t then the control ' f '  0 f 

subject to 

69 = B6u ; ~ Y ( T )  given 

is 

6uo(t) = -E[C(t) f B T (t)SE(t)]6y(t) ; t E [T , t f ]  

and moreover 
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Proof. Substitute (72)  into the Bellman equation 

Minimizing with respect to 6u yields (71)  and causes the right hand 

side of (73)  to be quadratic in  6y(t). 

t e r m s  in (73)  yields equation (68) for S . 
Bellman's equation i s  valid and the theorem i s  proved. 

Equating coefficients of quadratic 

If S ( t )  exists Vt E [to, tf] 
E E 

Lemma 4. 

Proof. 

right hand side of (68) is  analytic in  S 

SE(- ) is a continuous function of the parameter  E. 

C and B a r e  continuous functions of time in [ t  t ] and the 
0' f 

and E [Coddington and Levinson 
E 

[1611. 
2 1 T  Lemma 5. 

function of E (E increasing); r E [t 

6 Vo[6y(r), € , T I  = z 6 y  (r)SE(r)6y(T) i s  a monotone decreasing 

t ] Moreover, S (7) is a monotone 
0' f * E 

decreasing mat r ix  function of E; r E [to, tf]. 

Proof. F o r  some a rb i t r a ry  6 y ( ~ ) ,  r and E we have 1' 

(74)  
rLf T 1 T  { G u  C6y + ~ 6 u  6u)dt . 2 6 v0[6y(7), c l ,  71 = min 

6u(. ) r €1 

0 Let  the control function that minimizes (74)  be 6u1(-)  and i t s  associated 

state path be 6yE)(. ). Now for any c2 3 i t  is c lear  that 

t - 1 (6uy)T6uy}dt (75) 

2E1 
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and, by definition 

Thus for any c2 3 we have 

( 7 7 )  
2 0  6 v [6y(7), E 2 , 7 ]  62v0[6Y(T), E 1 , 7 ]  * 

Since 6y(7) and 7 a r e  a rb i t ra ry ,  the f i r s t  pa r t  of the theorem i s  proved. 

That S (7) S (T) ,  T E [to,tf], c2 c l ,  follows from ( 7 7 )  and Theorem 
€2 €1 

5. 

2- Lemma 6. Under Assumptions 1 through 5, i f  6 V[Gu(-)] 3 0 for all 

A admissible 6u( . )  then S 

negative semi-definite. 

Proof. F rom (68) S€(T) 

S ( 7 )  is a monotone decreasing function of E ( E  increasing) so  that i t  

has a limit (possibly -03). 

( t )  = Lim SE(t)  exists V t  E ( t  t ] and i s  
a3 0’ f 

€-?a3 

0 VT E [to,tf] ,  Vc; 0 < E < co. By Lemma 5 

E 

Given a n  a rb i t r a ry  t ime T in  the interval (t 

tion 5 construct a variation 6u (t); t E [t , T )  such that 

t ) we can by Assump- 
0’ f 

3 0 

{6u3C6y3 T t ~ ; 6 u ~ b u ~ } d t  1 T  

0 

i s  finite and such that 

6Y3(7) = Y(T) ; Y(T)  a rb i t r a ry  ( 7 8 )  

Suppose that S 

a rb i t ra r i ly  large and negative by increasing E. 

some Y(T),  6 V [6y3(7), E , T ]  can be made arb i t ra r i ly  large and negative 

which implies that 

(7 )  = -03. Then, by Lemmas  4, 5, S (T)  can be made 

This implies that for 

a3 E 

2 0  
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for some E ;  0 < E < co. 

that  6 V[Su(. ) ]  2 0 so that S 

t r a ry ,  and since S (t ) = 0 VE:, we conclude that 

By Lemma 3 this contradicts the assumption 

Since 7 is a rb i -  
2.. 

( T )  cannot be infinite. 
03 

E f  

S,(T) ; 7 E (to,tf] is finite . (8  0 )  

L_ Note. 

{u(t )  t 6u3(t), t E [to, 7) ;  u( t )  t 6uo(t), t E ( 7 ,  tf]) E U. However, we 

have shown that if S a ( - )  is not finite in the interval (t 

We have not shown that as E becomes la rge  the control 

t ] then 
0’ f 

2 6 VN[6y(to), 6u(- ), E ,  t 1, E sufficiently large but finite, does not have 

a minimum a t  & ( . )  = 0. 

0 

Since for the quadratic functional there  i s  

no distinction between a weak and a strong minimum i t  follows that 

2 6 V [6y(t ), 6u(. ), E ,  t ] can be made negative by a weak variation 

which satisfies < ( a )  f Gu(. ) E U. 

N 0 0 

We conclude, then, that the Lemma 

is proved. 

Lemma 7. 

Proof.  F r o m  (68) 

S (7 )  i s  a monotone increasing ma t r ix  function of T .  
03 

F r o m  (82) 

T 

Sm(7) = l im [l (C t BTS E )T(C t BTSE)cdt] 
E --+a 

0 

T - A  

= lim [L (C t BTS E )T(C t BTSE)cdt]  
E --)a 

0 

T 

t lim [ r (C t BTS )T(C t BTS ) ~ d t ]  
E E < T - A  

T 

~ ~ ( 7 )  = sm(7 - A) t lim (C t BTSE)T(C t BTSE)cdt].  (83) 
€ - - I C 0  



The validity of the Lemma follows immediately from ( 8 3 )  since for 

all E > 0, 

r 

‘ r - A  [ r (C t BTSE)T(C t BTSE)edt] a 0 T f A a o  . 

Lemma 8. If S (7) exists fo r  T E ( t  t ] then 
03 0’ f 

T 
C( r )  t B ( r ) S W ( r )  = 0 a . e .  in  [t t ] o ’ f  * 

Proof. 

Assumption 2 and Lemma 4, 

Suppose the contrary. Then, for  some r €(to’ tf), by 

3+ > 0 3 

r 

(C t BTSc)T(C t BTS )dt > 0 ,  Q E  
E 

s o  that 

r 
T T  T lim [-L (C t B SE) (C t B S E ) ~ d t ]  = a3 

f 

contradicting the fact that S (7) exists for  r E (to, tf]. 
a3 

5. Proof of Theorem A l .  

(i) Necessary Condition. 

2- 

(t) ;  t E (t  

If Assumptions 1 through 5 a r e  

satisfied and if  6 V[6u(-)] 3 0 for  all admissible 6u(.), then by Lemmas 

6-8 3s 
matr ix  function of t ime such that 

t ] which is a r e a l  symmetr ic  monotone increasing 
a3 0’ f 

a .e .  in  [t t 3 
0’ f C t B T S  = O  

03 

We show now that (88)’ (89) imply (62) ,  (63) sAaAzh by Lemma 2 yielc 

the conditions of Theorem A l .  

Define 

F(tf) = Sm(t;) 
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Since by Lemma 7, Sm(t) is a monotone increasing function of t i t  

follows that 

--5(tf) 3 0 

Defining 

yields 

C t BTG = 0 

P(t) exists Vt  E (to,tf] (94) 

a. e. i n  [to, ti] (93) 

where 
r4 

and is monotone increasing in  t.  In order  to establish necessity of (62) 

we need only show that (93) implies 
T" 

C t B  P = O  V t  E (to+] 

Suppose that for  some t E (to,tf)  

C(t)  t BT( t )g( t )  # 0 . 

(95) 

Since C and B are  continuous functions of t ime (96)  can only occur i f  a 

T " 
jump in P occurs  at t ime t that does not l ie i n  the null space of B ( t ) .  

" 
Moreover, since P i s  monotone increasing in  t it follows from (96)  that 

C(t)B(t)  t BT(t)G(t)B(t) > 0 . 
" 

Now since P is monotone increasing in  t, and C and B a r e  continuous 

functions of time, (97)  must  hold during the t ime interval [t, t t A ]  

( A  > 0 and sufficiently small), contradicting (93). Thus, we a r e  led 

to the conclusion that 

(97)  

6 -  * 
Equation (95) follows from (98) since P(tf)  f P( t f ) .  

(ii) Sufficient Condition. Suppose that (91)  and (95) a r e  satisfied 
" 

and that (94) is  satisfied in  strengthened form ( i . e .  P(t) exists Vt  E [t t I ) .  
0 )  f 
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Adjoin the linearized dynamics to the second variation as follows: 

S2;r[6U(.)] = 6 2- V[SU( . ) ]  = * c f { 6 u T C 6 y  t 6yT@(B6u - 6jr))dt (99)  
0 

- - r t f6uT(C  t BT@)6ydt - rtf 6yThjrdt . 
0 

Jt 

The first integral  is  zero  since (95) holds. The remaining integral  can 

be written in  Stieltjies form as 

-ff 6yT@d( 6y) 
0 

which, upon integration by par t s  [ 14, p. 1181 becomes 

1 T- tf  f f  by T -  dP(t)Gy - z 6 y  PGy], 

0 
0 

Thus 

since 6y(t ) = 0.  

and the integral  is nonnegative since P(- ) is a monotone increasing 

F r o m  (91)  the t e r m  evaluated at tf is  nonnegative, 
0 

n 

matr ix  function of time. Sufficiency is proved. 

111. Conditions for  a Relative Minimum: Constrained Terminal  State 

1. The Second Variation 6 V:: 2 

Here  we t r ea t  the c l a s s  of totally singular problems where equality 

(4) is present.  

small ,  t E [t 

In this ca se  the second variation (for 6u(t) sufficiently 

t 1) has  the form 
o9 f 
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subject to the linearized differential equation 

6 & = f  6 x t f  6u ; 6x(to) = 0 
X U 

- and the linearized terminal constraint 

q x 6 x l  . tf = O - 

We now introduce 

Assumption 6. 

Lemma 9. 

The s x n mat r ix  $' (x(t ) )  has full rank s. 
x f  

By Assumption 6, s components of 6x(t ) - -  re fer red  to as' f 

6xs(tf) - -  can be solved f o r  in  t e rms  of the remaining n - s components 

For  example, 

6xS(tf) = -Al -1 A26x n-s ( t f )  

where 4- 

so that 

' 6xn-(tf) 
L - 

where 2 is n x (n  - s). 

6xn-s(tf) z6x n-s (t,) 

tIf AI i s  singular then differently partitioned qx and 6x(t,) must  be used. 
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2. Pr incipal  Results 

Theorem B1. 

(i) Necessary Condition. Under Assumptions 1 through 6 a neces- 

2 s a r y  condition for  6 V * [ ~ U ( . ) ]  3 0 for  all admissible & I ( . )  is that 

3 V t  E (to,tf)  a r e a l  symmetr ic  mat r ix  function of t ime P+(* )  which i s  

monotone increasing in  t such that 

- 

where 

& = -Qf X 9 Q(tf) = I 

T -h = H xx t fTQ x t Qf x '  * Q(tf) = F xx t v qXx 

and where 2 is defined in  (110). 

(ii) Sufficient Condition. In addition to the above stated condition 
A 

P : k ( t )  exists Vt  E [to, tf] and 

Z T (Fxx t v T qxx .. P:F)Z 1 2 0  

tf 
I 

Corollary B1.1. 

are l inear i n  x, i f  f 

condition (i) of Theorem B1 is necessary,  and together with the 

If L and F are  quadratic functions of x, i f  f l  and L2 1 
is independent of x and i f  $' is l inear i n  x(t ) then 

U f 

strengthened existence condition (ii) of Theorem B1 is sufficient, for  

V[u(- )]  to have a strong minimum at E(. ) .  

Corollary B1. 2 .  

3 V t  E [to, tf] a real ,  symmetr ic ,  continuously differentiable mat r ix  

function of t ime P : k ( -  ) such that 

2 
[2] A sufficient condition for 6 V::[~U(- ) ]  3 0 is that 
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T H t fUP*  = 0 ux 

P*'t P ' g f  t fTP* t H xx = M1(t) a 0 ,  V t  E [tO,tf1 x x  

Z T (Fxx t v T qxx - P " ) Z I  3 0 

3. Useful Lemmas  

Lemma 10. The second variation (104)-(106) i s  expressible in  the equi- 

valent canonical fo rm 

tf 
62v:r[6,(.)] = 6 2- V:r[6u(. ) ]  = A [ 6uTC6ydt 

0 

subject to 

and 

+xa, l  tf = O 

where C and B a r e  given by (42), (43). 

Proof.  See Lemma 1 .  In addition we have (121) which follows from the 

fact that Q(tf) = I, see  (44). 

Lemma 11. Condition (i) of Theorem B1 is equivalent to the existence 

Vt  E (to, tf) of a r e a l  symmetr ic  monotone increasing ma t r ix  function 

of time P"(- ) such that 
A 

Proof.  See Lemma 2. 
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4. A Related Nonsingular Second Variation 

Consider the nonsingular variational problem 

6%* [6u(. ), 4 = 62?,[6u(. )] t - 1 tf 6u T 6udt 
N 

0 

t .  
= '{6uTC6y t z 6 u  1 T  6u)dt 

0 

subject to 

69 = B6u 7 6Y(t0) = 0 

and the linearized terminal  constraint  

q x 6 y l  tf = O 

Theorem 6. 

If the quadratic functional 6 V,:c[6u(.)] is  nonnegative then the ma t r ix  

[Gelfand and Fomin [ l l ,  p. 1231, Breakwell and Ho [15]]. 

2- 

R i c c at i d i f f e r entia 1 e quat i on 

T T  -5 = -(C t B SE) (C t BTSE)e 
E 

2 
associated with 6 Vh[6u(*),  E] has  a solution S (t) which exists 

Vt  E [to, tf). In a neighborhood of t S is  given by [ 171 

E 

f' E 

where 

-w = -(c t B T T  w ) (C t B T WE)€  ; W(tf) = 0 E E 

T T  M E = NEBB N E €  

and 

N = (C t BTWE) T T  B N E €  
E 

; M ( t ) = O  
E f  

Note that M (t), t < tf, is invertible by Assumption 3. 
E 
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Theorem 7. 

solution S (7) which exis ts  for  all T E [to, tf) then 

If the ma t r ix  Riccati differential  equation (128) has a 

E 

min  6 2 ~ ~ T [ 6 y (  T ) ,  6u(- ), E, 71 = A 2  6 v’k0[6y(T), E, 71 

6u(* ) 

Proof.  See [17, p. 183-1841. 

A Lemma 12. S (t) = l im SE(t)  exists V t  E ( to , t f )  and is  a r ea l  symmetr ic  
00 

E -903 

monotone increasing ma t r ix  function of t ime such that 

C t B T S  = O  a. e. in  [to, tf] . 
03 

Proof.  The proof is very similar to the proof of Lemmas 4-8 and s o  

is  not described here .  

T T Lemma 13. Lim Lim Z S ( t )Z  = Z SOJ(tf)Z = 0 
E 

f E J C O  t->t 

where Z is defined in  (1 10).  

Proof.  We have 

S E (t) = W E ( t )  - NE(t)Mil( t )NT(t)  

Since N obeys a l inear homogeneous differential equation w e  have 
E 

where 

e ( t ) = ~  T T T  
E f  e = (c t B wE) B e E E  ; E 

F r o m  (110),  (137) it is c l ea r  that 

T T z SE(t)Z = z W E ( t ) Z  

because 

q z z o  x 

Thus, f rom (1391, 

T T z S&)Z = z Wrn(tf)Z = 0 

(1 34) 

(135) 

(139) 
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w (t ) = 0, V €  E f  
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Lemma 14. 

zTsm(t;)z d 0 (143) 

Proof. F r o m  Lemma 12 S (t) is monotone increasing. Lemma 14 

then follows from Lemma 13. 

a3 - 

5. Proof of Theorem B1. 

(i) Necessary Condition. If Assumptions 1 through 7 a r e  satisfied 

2- and i f  6 V [6u(.)]  3 0 for all admissible 6 u ( - )  then by Lemmas  12-14 

3 ~ t  E (to' tf) a r ea l  symmetr ic  monotone increasing mat r ix  function 

of t ime such that 

T C t B  S m = 0  

zTsm(t;)Z 0 

Defining 
A 

P+( t )  = s (t) 
00 

yields 
A -  

P>!C(tf) = s (t-) o o f  

and 

T I  - z P>k(tf)Z 0 

a . e .  in [t t 3 
0' f 

' t E (to, tf) 

a .e .  in  [ to , t f ]  , 

Using the same argument on (148) as was used in  Section 11. 5 on 

equation (93) shows that (148), (149) imply (1 22),  (123) which by Lemma 11 

imply the necessary conditions of Theorem B1. 

(ii) Sufficient Condition. Suppose that (122) is satisfied by a @k(t) 

which exists Vt E [to, tf] (strengthened existence condition) such that 
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Adjoin the linearized dynamics to the canonical second variation 

as follows 

because of (122).  Integrating (151) by par t s  yields 

where the integral  i s  in the Stielt j ies sense.  

Using (1 10 )  and the fact that 6x(tf) = 6y(tf) yields 

CI 

Since P'>(t) is monotone increasing the integral  is nonnegative and since 

3 0 the boundary t e rm is nonnegative. This concludes the 

tf  

sufficiency proof. 

- Note. 

may appear to be stringent because a P'::(t ) is required to exist ,  but 

This sufficient condition for the constrained terminal  state problem 
I 

f 

S ( t  ) is undefined. However, a s  in the f ree  terminal  state case i t  is 

the authors '  opinion that the gap between the necessary and the sufficient 

m f  

condition is  minimal. 

a l tered)  sufficiency theorem due to Brockett [18, p. 1401 (a proof of 

This i s  supported by the following (slightly 

necessity of this theorem i s  not given in [18] but appears  to be straight- 

forward). 
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Theorem 7. [c.f .  Theorem 61. If there exists a symmetr ic  boundary 

condition S (t ) such that the solution of (128) exists Vt E [to, tf] then 
E f  

6 2 V’x [ & ( - ) ,  E] is positive-definite. t 
N 

Of course the solution of (128) with finite boundary condition i s  

not the same as the weighting ma t r ix  (136) of the quadratic optimal 

value function. 

cient condition cannot be identified with S ( t  ); i. e . ,  in o u r  sufficic:nl 

condition for the fixed terminal  state problem we lose the identification 

of P:: ( -  ) being the limit of the weighting mat r ix  of the quadratic optiin=il 

This is consistent with the fact that &(tf)  in o u r  suff‘i- 

c x > f  

A 

value function as E - \a. 

IV. Relation to Existing Necessary Conditions of Optimality 

Known necessary conditions for singular problems can be dediict:d 

from our theorems. 

Theorem C1. 

a necessary condition for V[u(* )]  to have a minimum at <(- ) is that 

Here we give the most  important ones. 

[Robbins [ T I ,  Goh [IO]]. Under Assumptions 1 through 5 

H f be symmetr ic  for all t E [t . 
Proof. F r o m  (32)  

ux u 0’ t f l  

T 
H f t f  Pf = O  ‘dt E (tO,tf1 u x u  u u 

Since P is Symmetric i t  follows that H ux f u is symmetr ic  in  (t o’ tf l .  

Assumption 2 implies that indeed H f is symmetr ic  in  [t t ] ux u 0’ f * 

Theorem C2. 

s a ry  condition for V[u(*)] to have a minimum (unconstrained terminal  

state case)  at u(- ) is that 

[Jacobson [l]]. Under Assumptions 1 through 5 a neces- 

(H t fTQ)f 2 0 vt E [to, $1 ( 1  55) 
ux u u 

where Q satisfies (36). 

SBrockett t rea t s  the case  where qx = I. 
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Proof .  From (32) and (34) 
T T- H f t fTQf t f POfu  = 0 Vt E ( tO7tf l  u x u  u u u 

A 

Since P( t )  0 Vt E [to, tf] i t  follows from (1 56) that 

(HUx t fTQ)f u u 3 0 V t  E (tO,tf1 

Since Hux, fu, Q are  continuous i n  t ime (1 55) follows. 

Theorem C3. 

condition]. 

V[u(- ) ]  to have a minimum at  ;(. ) i s  that 

[Kelley [6], Robbins [7] generalized Legendre-Clebsch 

Under Assumptions 1 through 5 a nc’cessary condition fo r  

Vt E [tO,tf1 a 
aU u ( -1) -H 3 0 

+ 
Proof.  F r o m  (32), and post multiplying by f,, we obtain 

.T [(HUx t fuP)f U t (H ux t fTP)i u u ]dt t fTdPf U U = 0 

where, f rom (34)-(36) 

T A  
d P  = (-H - fTP - Pf )dt t CP dP@ xx x X 

Using (32)  and (160) in (159) yields 

T T  
- i T H  - H  2 - f T H  f t f  f H (H ux u + Huxfu u xu u x u  u x x u  u x xu 

T T *  
f Hu,fxfu)dt = -f U 4! dP@f U 

A a **  

a U  u The left hand side of (161) is just  (-H )dt. Since P i s  monotone 

increasing i n  t we obtain f rom (161) 

Vt E 
a - 0  ( - l ) z H U  3 0 

a 
aU u By the assumed continuity of -H (162) implies  

(1 57) 

(1 59j 

+Here d P  i s  the increment in P in t ime dt. 
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- Note. If Hxx9 f,, fu9 Hux a r e  assumed smooth in  t then the general  

form of the generalized Legendre-Clebsch condition can be deduced 

in  the manner  outlined above 

V. Relation to Generalized Jacobi (Riccati equation) Necessary Condition 

In [5] Kelley's transformation technique is used to t ransform the 

singular second variation into a nonsingular one i n  a reduced state 

space. 

s t r ic t  inequality. 

associated with this nonsingular problem implies the conditions of 

Corol lary A l .  2 i. e . ,  these conditions a r e  necessary as well as sufficient 

for a large c lass  of problems. 

our limit approach; one would only have to show that S 

differentiable with respect  to t, t E (to, tf). ) 

A condition for  this to succeed is that (163) be satisfied with 

It is then shown that the Riccati differential equation 

(It should be possible to prove this via 

(t) is continuously 
03 

In [5] sufficient conditions a r e  given to ensure that Theorem A2 

holds. 

Theorem D1. 

following a r e  sufficient to ensure that 

We state one set of these conditions here;  

If  the conditions of Corollary A l .  2 a r e  satisfied then the 

2 6 V[SU(* ,I 3 0 3 v[$ ) 4- 6u(. ) ]  3 v[& )]  

a) Strengthened Generalized Legendre-Clebsch Condition 

a 
a U  u 

--H > O  

b) Strengthened Jacobson Condition a t  the Terminal  Time 

I ' O  
t f T F  )f  (HUx u xx u 

tf 
I 
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In fact ( 1  6 6 ) ,  ( 1  67) together with the conditions of Corollary A l .  2 a r e  

sufficient to ensure that the transformed second variation i s  strongly 

positive with respect  to the control variable in  the t ransformed space. 

VI. Conclusion 

Necessary and sufficient conditions for optimality for singular 

control problems a r e  obtained by studying the limiting behavior of a 

nonsingular second variation. 

constructed in such a way that it tends to the singular second variation 

a s  a parameter  approaches infinity. 

constrained and constrained terminal-state problems a r e  obtained. 

This nonsingular second variation is  

Optimality conditions for b o t h  un-  

The optimality conditions derived in  this paper a r e  very s imilar  

to cer ta in  sufficient conditions of Jacobson [2].$ In a companion paper 

[ 51 i t  i s  shown that Jacobson's sufficient conditions a r e  a lso necessary 

for a large c lass  of singular optimal control problems; moreover,  

satisfaction of these conditions is  shown to be equivalent to the exis- 

tence of a solution of a cer ta in  mat r ix  Riccati differential equation. 

The closing sections of the present paper relate the necessary 

and sufficient conditions to  known necessary conditions. 

the important necessary conditions of Robbins [ i ' ] ,  Goh [8], Kelley et  al. 

[6] and Jacobson [ l ]  follow easily f rom these new resul ts .  

In particular 

+Control problem examples which i l lustrate the use of these conditions 
a r e  giveii in  [ 2 ] .  
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